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Abstract— These days, most of fake news are detected and 

verified by people, which requires a great amount of time and 
effort. It is difficult to figure out the truthfulness of the news by 
machine algorithm because the sentences have various forms. In 
this paper, we shall present a fast and efficient fake news detection 
model which can figure out whether the given proposition is true 
or not from article by exploiting grammatical transformation 
based on deep learning. Our model consists of four layers: word 
embedding layer, context generation layer, matching layer and 
inference layer. In word embedding layer, the words in 
proposition are embedded into word vector. In context generation 
layer, the word vectors enter into LSTM layer and generate 
context vector. In matching layer, attention vector is generated 
from the contextual embedding vector in the previous layer 
computing the weighted sum. Then, the hidden state vector from 
LSTM layers and attention vector are compared through 
matching operation generating the sentences which has the same 
meaning but different forms. In inference layer, our model 
calculates the similarity between the generated sentences and the 
sentences in articles, and classifies the answer, true or false. We 
shall evaluate our model calculating the perplexity to figure out 
whether the generated sentences are grammatically correct. Also, 
the model is tested by changing the sentence group’s size to find 
the optimal size of the group. By showing the Our model figured 
out the fake news very well with the test of CNN news dataset 
getting the right answer. 
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I. INTRODUCTION 
The amount of fake news is increasing with various purposes 

such as politic issues to create public sentiment by distributing 
false information. There are many attempts for development of 
fake news detection system these days[1]. However, mostly the 
truth of the news is verified by people in those systems as it’s 
difficult to find truthfulness with machine algorithm when the 
sentences are transformed. In order to spot fake news without 
people, it is important to use the model using neural network to 
generate various forms of the sentences with the same meaning 
and calculating the similarities of the proposition and the article. 

In this paper, we shall show a new model which can figure 
out the truthfulness of the articles by comparing the given 
proposition with the articles. Our model consists of four layers: 
word embedding layer, context generation layer, matching layer 
and inference layer. In word embedding layer, the words in 
proposition are embedded into word vector. In context 

generation layer, the word vectors enter into LSTM layer and 
generate context vector. In matching layer, attention vector is 
generated from the contextual embedding vector in the previous 
layer computing the weighted sum. Then, the hidden state vector 
from LSTM layers and attention vector are compared through 
matching operation generating the sentences which has the same 
meaning but different forms. In inference layer, our model 
calculates the similarity between the generated sentences and the 
sentences in articles, and classifies the answer, true or false. We 
shall evaluate our model calculating the perplexity to figure out 
whether the generated sentences are grammatically correct. Also, 
the model is tested by changing the sentence group’s size to find 
the optimal size of the group. By showing our model figured out 
the fake news very well with the test of modified CNN news 
dataset from DeepMind getting the right answer. 

The rest of our paper is as follows: In section 2, we describe 
related works, and in section 3, present our model for fake news 
detection based on neural network with two parts, sentence 
generator part and inference part. In section 4, we explain the 
experimental results, and in section 5, give a conclusion. 

II. RELATED WORKS 

A. Deep Neural Network for language model 
In natural language processing, RNN(Recurrent Neural 

Network) is used for the language model to process the sequence 
between characters and words[2]. RNN is one of the neural 
networks that the hidden nodes are connected with the 
directional edge. Every hidden node of the sequence uses the 
same weight, and the output is affected by the previous 
computation output since the neural network is recurrent. 
Therefore, RNN is suitable to process the sequential data such 
as text and sound. It is a flexible structure that can be used in 
various kinds of dataset regardless of the length of its input and 
output. However, when the length of the input is getting large, 
the gradient decreases which leads to bad performance of 
training. LSTM(Long Short Term Memory) is developed to 
solve this vanishing gradient problem[3]. 

LSTM unit consists of various gates, and it has the structure 
of RNN which has additional cell states from the gates. The cell 
state generated from computing forget gate, input gate and 
output gate effects the next cell that the gradient can be delivered 
to the longer cells. Forget gate computes the hidden states to 
decide whether the previous hidden state will be effective to the 
present hidden state. Input gate decides whether the next hidden 
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state uses the hidden state of input. The output gate computes 
the final output state with the cell state from forget gate and input 
gate. 

For longer delivery of the cell state, Bi-LSTM(Bidirectional 
Long Short Term Memory) is developed[4]. It has two hidden 
layers: the hidden layer which has the forward states information 
and another hidden layer which has the backward states 
information. The Bi-Directional LSTM improves the 
performance considering the hidden state forward and backward. 

B. Sequence to sequence learning 
Sequence to sequence learning is a model to predict the 

sentence using RNN, LSTM, GRU, or Bi-LSTM for 
implementation[5]. This model can process a complex and large 
amount of sequence data using deep layer of RNN. Furthermore, 
it is useful to use the unfixed size of input and output such as 
text and sound. It has the input of source sequence and target 
sequence, or parallel corpus for training. The input is processed 
with two parts: encoder and decoder. The encoder translates the 
source sequence into fixed size vector which is the size of 
vocabulary, and the decoder translates the vectors of encoder 
into target sequence. When the model predicts the target 
sequence, decoder uses the previous predicted word as an input 
to predict the next word. 

Attention mechanism is a powerful method to predict the 
target sequence in sequence to sequence learning[6,7]. In 
attention layer, inner vector of decoder’s hidden state and 
encoder’s hidden state is computed as attention vector. The 
attention vector is changed into the probability using softmax 
function. The context vector is computed with the weighted sum 
of the hidden state of decoder and the attention vector from 
encoder. The hidden state of decoder and the context vector are 
combined to decode maintaining the memory of the previous 
encoder’s hidden state. 

Sequence to sequence learning is mostly used in language 
model for translation system and chatbot system since the 
amount of grammar rules are large, and there are so many 
exceptions. This model is used in Google neural machine 
translation system(GNMT) with attention mechanism[8]. 

C. Beam search decoder 
The sequence to sequence learning needs a decoder to 

decode the vectors into sentences which consist of the word with 
the highest possibility from the softmax layer. There are various 
search methods to decode the words in sequence to sequence 
learning. 

Greedy search decoder decodes one word which has the 
highest probability in each step. The calculation is easy and 
simple but it doesn’t consider the probability of the entire 
sentence. So it’s hard to get the optimal solution from greedy 
search decoder[9]. 

Beam search decoder considers the given number of high 
probability words in each step, and selects the combination 
which has the highest probability. Therefore, it can produce 
more candidates with the beam size of candidates. We use beam 
search decoder to have multiple candidates for generating 

several output sentences which have the same meaning but 
different forms[10]. 

III. MODEL 
We present our model in detail in this section. It consists of 

four layers: word representation layer, context representation 
layer, matching representation layer and decision layer as shown 
in Fig.1. After generating sentences, the similarity between the 
sentences from our model and the article are compared 
respectively for getting the final answer.  

 

Fig. 1. The overall architecture of our model 

 Word embedding layer: Each word from the proposition 
is translated into vector with one-hot encoding. It 
generates the word vector through the embedding. 

 Context generation layer: This layer outputs a contextual 
embedding vector for the word vector through LSTM. In 
this layer and the matching layer, we make use of 
sequence to sequence learning for training and 
generating the sentences. We use two layers of LSTM for 
higher accuracy. The contextual embedding vector is 
generated by computing a weighted sum of the word 
vector. 

 Matching layer: This layer outputs the matching vector 
through matching operation. We use attentive matching 
operation. Then, the matching vectors are generated 
from the two layers of LSTM. The output for aggregated 
matching vector is concatenated from the last matching 
vectors in LSTM models. The aggregated matching 
vector is used in context representation layer. 
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 Inference layer: This layer determines the probability 
between the words by using aggregated vectors through 
the networks and then makes the given number of words 
with softmax function. The beam search combines the 
sequence with the word combinations which have the 
high possibilities. The sentences generated from our 
model and the article are embedded with Doc2Vec 
model[11]. We use the pretrained Doc2Vec model for 
embedding. The cosine similarity between vectors from 
each sentence in generated sentence group and article is 
computed to compare the similarity. The maximum 
similarity value of the group is used for getting the 
answer true or false. When the similarity is more than 
0.5 at the range of 0 to 1, the proposition is classified as 
True. 

IV. EXPERIMENT 
We tested the dataset and adjusted the model in python 3.0.1, 

Pycharm environment with 1 CPU(Intel® Core® CPU @ 
3.50GHz) and memory of 8GB as well as GPU by NVIDIA for 
the experiments. Tensorflow library is used to set the deep 
learning model and other parameters.  

A. Experiment Dataset 
We tested our model with two types of dataset. First, the 

parallel corpus dataset is used as an input for generating the 
sentences when sequence to sequence learning model is 
exploited. Second, we modified CNN news articles from 
DeepMind and created various types of propositions to evaluate 
the performance of inference[12]. 

The dataset used for the training when the model generates 
the sentences in context generation layer and matching layer is 
SNLI(The Stanford Natural language Inference) corpus 
provided by Stanford university[13]. The parallel corpus dataset 
consists of the set of a sentence and another sentence which is a 
grammatically transformed or includes the synonyms. We 
filtered the training dataset with the maximum length as 30 for 
the efficient training. 

To evaluate the inference, we used CNN news dataset to 
compare the sentence group generated from the layers to the 
articles about the proposition with the article. The original CNN 
news dataset consists of questions and news articles with empty 
entities. We fill the empty entities generating the complete 
article for the test and use the question as the proposition by 
creating 4 types of propositions: using synonym or acronym, 
adding the words, modifying the word and modifying passive or 
active form. The following Table 1 and 2 show the specifications 
of each dataset that are used to evaluate the model. 

TABLE I.  THE CORPUS DATASET ATTRIBUTES 

Attribute type Size 

Number of corpus dataset 4,540 

Number of epoch 19,425 

Number of vocabulary 18,216 

Maximum length of the sentences 30 

 

TABLE II.  THE CORPUS DATASET ATTRIBUTES 

Attribute type Size 

Number of synonym or acronym questions 50 

Number of word addition questions 50 

Number of word modification questions 50 

Number of passive or active form 50 

The total number of proposition dataset 200 

The total number of article 200 

 

B. Experiment Result 
In this section, we describe the experiments of our model’s 

accuracy. First, we evaluate the generated sentences from 
sequence to sequence model with perplexity. Second, we test the 
model with accuracy changing the generated sentence group’s 
size by controlling the beam size. Third, we have the experiment 
with our model whether the fake news is detected very well with 
four types of propositions. 

 

Fig. 2. Perplexity of our model by increasing the time step 

First, we evaluate the generated sentences from sequence to 
sequence model with perplexity. The perplexity is calculated to 
figure out whether the generated sentences are grammatically 
correct and complete. It is a measurement of how well our model 
predicts the next word in a sequence by calculating the 
probability of the words. A low perplexity indicates the 
probability is good at predicting the sample that is the generated 
sentence is complete. When there are m number of sentences 
such as s1, s2, …, sm, we can present the probability under our 
model as the following equation. 

( )

The equation (1) can be represented with the log probability 
as equation (2). Using (2), perplexity is represented by 
calculating exponent for figuring out the distribution more 
clearly when M is the total number of words in the test data. 

log ( ) =  log ( )
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Perplexity = 2 ; where l =  log p(s )

As the training starts about 20,000 number of epochs, the 
perplexity decreases as about 1.2 which shows that the model 
predicts the next words very well in Fig. 2. 

 

Fig. 3. Accuracy of our model by changing the beam size 

 Second, we find the optimal sentence group’s size for the 
highest accuracy with our model by changing the beam size as 0 
to 5 as shown in Fig.3. When the beam size is 0, we evaluate the 
model without generating sentences using only proposition 
when inferencing the answer. We get the answer by computing 
cosine similarity between the sentences in group and article. The 
accuracy is the lowest when only the proposition is used for 
getting the answer. However, using the suitable amount of 
generated sentences increases the accuracy. We get the highest 
accuracy when the beam size is set as 3 which uses 3 sentences 
for the inference. Our inference part shows better accuracy about 
10% than the model with the proposition. 

 

Fig. 4. Accuracy of our model by the types of propositions 

 Third, we make use of the various types of propositions to 
our model. There are four types of propositions using synonym 
or acronym, adding words, modifying words and changing the 
form as passive or active form. Our model catches out the fake 
news accurately with the synonym or acronym propositions. Fig. 
4 shows that our model figures out the truthfulness of the news 
relatively better in modification of words than the form is 
changed as passive or active form. 

V. CONCLUSION 
In this paper, we have shown a new model which can detect 

the fake news with high accuracy exploiting the given 
proposition. Our model consists of four layers: word 
representation layer, context representation layer, matching 
representation layer and decision layer. 

We have tested our model with two types of dataset. First, 
the parallel corpus dataset is used as an input for generating the 
sentences when sequence to sequence learning model is 
exploited. Second, we modified CNN news articles from 
DeepMind and created various types of propositions to evaluate 
the performance of inference. 

For the experiment, we evaluate our model by calculating the 
perplexity of the generated sentences. Furthermore, we change 
the generated sentence group’s size by controlling the beam size 
and find the optimal size. Also, we have the experiment with our 
model whether the fake news is detected very well with four 
types of propositions. 

As a future work, we shall make use of our model to other 
languages with larger dataset. We shall continue our work with 
implementing it on distributed parallel environment for fast 
training and processing of fake news detection. 
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