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Abstract 

We propose a real-time keyframe-based tracking and modeling of the object automatically in 

unknown environments, while PTAM algorithm has previously been attempted in a small AR 

workspace. Our contribution splits each surface of the object into six threads in detecting 

stage, processes the tracking and modeling in parallel threads on the desktop. After detecting 

the target object, a thread deals with the task of object tracking using ROI in tracking stage, 

while the other one models the object using the sequential structure from motion method 

which allows the use of computationally expensive batch optimization techniques not 

associated with real-time operation. Therefore, we propose a system to let the user models the 

object very quickly. The user simply has to save and reuse the 3D model of the object next 

time. The system can be tracked in real-time, while all process is only processed in ROI. 

Keyword: Object tracking, Structure from motion, Region of interesting 

1. Introduction

Object tracking is a very popular research topic in computer vision as Augmented Reality 

(AR), games and applications which requires fast and robust object recognition and tracking 

technique. AR is defined as a real-time indirect or direct view of a real world environment 

that has been augmented by adding virtual computer generated information to it. AR is both 

interactive and registered in 3D as well as combining real and virtual objects [1]. In previous 

AR technical using 3D object tracking, the 3D model information utilizes the modeling 

software such as AUTO-CAD, 3D MAX for recognizing the object. There is a problem to 

take too much time by using the modeling software to model the object. Also, conventional 

3D model information depends on the surrounding environment and it is limited to represent 

the 3D model of the various forms that exist in the real world. 

In this paper, we propose three steps in our algorithm: First, we propose multiple 

hand-operated and automatic methods using hand-operated stereo technical and previous 
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information in order to recognize target object. Second, we present real-time 3D object 

tracking method using natural features [2]. Third, we structure the target object for robust 

object recognition and tracking. 

In order to, we attempt to implement an ROI-based (region of interest based) PTAM system. 

Our system offers three main challenges. The challenge comes from the preview object 

model which derives a model of its robustness. The lack of processing power is significant 

when the task of recognizing and tracking object is done. The last challenge can model the 

object, when it restarts the system and recognizes the object. 

2. Related Work

2.1 3D Tracking 

We have seen that the essential or fundamental matrix encapsulates the geometric constraint 

relating pairs of views [3]. Next, we will turn our attention to solving the structure from 

motion problem for the arbitrary number of views. The last stage is usually BA (bundle 

adjustment) which is used iteratively to refine the parameters of the structure and motion by 

the minimization of an appropriate cost function. 

2.2 Structure from Motion 

Sequential structure from motion method is the sequential algorithm of the most popular. It 

works by incorporating successive views one at a time. While each view is registered, a 

partial reconstruction is extended by computing the positions of all 3D points which are 

visible in more than one view using triangulation [4]. A suitable initialization method is 

typically obtained from the fundamental matrix calculated from first two sequential views. 

There are epipolar constraints. Therefore, one possibility is to exploit the two-view epipolar 

geometry that relates each view to its predecessor [5]. An alternative of resection is to 

determine the pose of each additional view using already-reconstructed 3D points [6, 7]. As 

we have seen, 6 or more 3D-2D correspondences allow linear solution for the twelve 

elements of the projection matrix. Another alternative is merging partial reconstruction. It is 

to merge partial reconstructions using corresponding 3D points [8, 9]. Typically, 

reconstructions of two or three views are obtained using the pairs or triplets adjacent image; 

and then they are merged using corresponding 3D-points. 

3. System Architecture

3.1 Overview 

Figure 1 is an overview of proposed algorithm architecture. Our algorithm consists of three 

steps: detecting stage, tracking stage and structure stage. In detecting stage, when there is not 

detecting the target object in the input frame, we should do feature extraction and matching in 
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the all frames without using ROI. If we should find the 

object, stage is shifted to tracking stage after setup ROI and robust filtering for object 

position. In tracking stage, it runs SURF-based object tracking. Modeling stage should model 

the object in ROI. It is a way similar to PTAM [10]. 

3.2 Feature Extraction and Matching Steps 

In feature extraction step, we extract the feature points from grabbing frame by using ROI 

and SURF. Then, we find matching points by comparing feature points of the object using a 

k-d tree in feature matching step, providing good quality and fast processing speed [11, 12]. 

3.3 Pose Estimation Step 

In pose estimation step, we estimate the object‘s pose information from matched points about 

x, y, z positions by using RANSAC-PnP algorithm [13, 14]. Perspective-n- Problem (PnP) 

algorithm determines the camera position and orientation with respect to a scene object and 

supports pose estimation for non-planar surfaces, while 30 homography supports pose 

estimation for only the planar object. 

3.4 Setup ROI and Robust Filtering Steps 

In these steps, we exploit the region of interest (ROI) for fast object tracking and modeling in 

our algorithm. ROI is defined by 1.5 times the size of detecting object. It reduces wrong 

feature matching result. ROI is set by using object size and position in input images which 

are predicted from Kalman filter of object pose [15, 16].  
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In our filtering system, the Kalman filter is to use measurements observed over time 

which may contain noise Therefore, the production values that tend to be closer to the true 

values of the measurements [15, 17]. Kalman filter equations consist of prediction and 

correction ones as shown below, where xk is a state vector, zk a measurement vector, Fk a 

system matrix and Hk a measurement matrix as shown in figure 2. 

3.5 Tracking Stage 

This section describes the operation of the SURF-based tracking system with the initialize of 

the structured object`s 3D model. This system receives the image from crabbed frame and 

retains a real-time pose estimation by ROI. At every frame of ROI, our system performs the 

following procedure: 

1)The frame is crabbed from the detecting stage by ROI, and the pose information is

generated from a prior stage. 

2)Each frame store two pyramid levels of grayscale images: level one is the original image,

and another one is level two at 80*60 pixels. 

3)Matching points are projected into the frame according to the frame`s prior pose estimation.

4)The less number of the feature points is searched for in the level two of the image.

5)If the feature points are not matched in (4), its system is back to the detecting stage. Or it

turns to (6). 

6)The larger number of the feature points is searched for in the level one of the image.

7)The results of pose estimation are updated and transmit the key-frame to modeling stage.

3.6 Key-frame and Key-point 

The object`s structured model initially is generated by first two key-frames from detection 

stage. And then, the new Key - frame is found in ROI of the tracking stage. The key- frame is 

added whenever the tracking quality is good; the distance of two matched key-points must 

exceed fifty pixels; and the region don`t away the ROI size.  
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The key-points are the feature points from all key-frames. They are used for modeling the 

object model in the modeling stage. Each key-point requires depth information using 

triangulation which can compute the 3D points from their measured image positions in two or 

more frames [4]. If the key-points is added, our system adjusts the positions of all key-points 

using bundle adjustment. 

3.7 Modeling Stage 

Modeling stage should model the object in ROI which is a way similar to PTAM. This stage 

is the process by which the 3D point of the object modeling is built from the results of pose 

estimation. Structure-building occurs in two distinct steps: First, an initial model is built 

using a stereo technique [18]. After this, the object model is continually refined and expanded 

by the modeling thread as the key-frames are added by the tracking system. The operation of 

the modeling stage is illustrated in Figure 2. This stage is individually described in [7] which 

called mapping section. 

4. Implementation

Our system described above was implemented on a desktop PC with an Intel Core i5-2500K 

3.30GHz processor running Windows7. Program is developed by C++ using Visual Studio 

2010. The libraries are used the libCVD, TooN and OpenCV. We advanced our system to a 

below approach. First, feature matching can be parallelized in detecting stage. Therefore, we 

create the six threads which is the object has six surfaces. Each thread is assigned to each 

surface. And then, we create the two threads about tracking and modeling threads. For our 

experiments, we made the cube object as shown in figure 3. The object is registered 

previously while 3D point information of the cube. 

5. Performance Evaluation

For our experiments, we made the cube object as shown in figure 3. The object is registered 

previously while 3D point information of the cube. 

Figure 4 compares object tracking speed of our method to the other algorithms. The 

frame-rate of the tracking speed shows faster processing speed about 60.61fps than the others. 

The processing time of the object modeling depends on the number of key-frames and 

key-points in modeling stage of our system, and it is not associated with real-time object 

tracking. 
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6. Conclusion and Feature

We propose a real-time key-frame-based tracking and modeling of the object automatically in 

unknown environments, while PTAM algorithm has previously been attempted in a small AR 

workspace. Our contribution splits each surface of the object into six threads in detecting 

stage, process tracking and modeling in parallel threads on the desktop. A thread deals with 

the task of robustly object tracking using ROI in tracking stage, while the other one models 

the object using sequential modeling from motion method which allows the use of 

computationally expensive batch optimization techniques not associated with real-time 

operation. Therefore, we propose a system to let the user models the object very quickly. The 

user simply has to save and reuse the 3D model of the object next time. The system can be 

tracked in real-time, while all process is only processed in ROI.  

However, the ROI of our approach still does not have enough optimize to represent the range 

of the object. SURF algorithm is very slow in OpenCV. We can replace it to another 

algorithm or use of GPGPU for speed-up in detecting stage. Also, we can consider operate 
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the modeling process in cloud environments which spend more time on bundle adjustment. 
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